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Challenge

• Training a NMT model for a specific domain requires a large quantity 
of parallel sentences in such domain, which is often not readily 
available. 
• The translated sentences often belong to multiple domains, thus 

requiring a NMT model general to different domains. 



Previous

• Using mixed-domain parallel sentences to construct a unified 
model that allows translation to switch between different 
domains. 



Motivation
1. Since the textual styles, sentence structures and terminologies in different domains are often 

remarkably distinctive, whether such domain-specific translation knowledge is effectively 
preserved could have a direct effect on the performance of the NMT model. 

2. Words in a sentence are related to its domain

3. It is also reasonable for our model to pay more attention to these domain-related words than 
the others during model training.

• Context = domain-specific + domain-shared 



Model



Encoder

Bidirectional GRU 



Encoder

Domain classifier that aims to 
distinguish different domains in 

order to generate domain-
specific source-side contexts.

Adversarial domain classifier 
capturing source-side domain

shared contexts.
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Effective Domain Mixing for Neural Machine 
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Domain Specific



Effective Domain Mixing for Neural Machine 
Translation WMT17

Domain Share



Adversarial Domain Classifier
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Encoder



Decoder

GRU Hidden
a is a feedforward neural network.



Decoder NMT Training Objective with Word-Level Cost Weighting.



Overall Training Objective



Experiment
• Chinese-English translation
• Laws, Spoken, Thesis, News

• English-French translation
• Medical, News, Parliamentary



Experiment
1. DL4NMT-single

• Attentional NMT trained on a single domain dataset.
2. DL4NMT-mix

• attentional NMT trained on mix-domain training set.
3. DL4NMT-finetune

• first trained using out-of-domain training corpus and 
then fine-tuned using in-domain dataset.

4. DC
• introduces embeddings of source domain tag

5. ML1
• shares encoder representation and separates the 

decoder modeling of different domains.
6. ML2

• NMT with domain classification via multitask learning.
7. ADM

• adversarial training to achieve the domain adaptation 
in NMT.

8. TTM
• adding target-side domain tag



Visualizations of Gating Vectors
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Visualizations of Sentence Representations 
and Annotations



Illustrations of Domain-Specific Target Words
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